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Abstract— Medical image classification and retrieval systems 
have been finding extensive use in the areas of image 
classification according to imaging modalities, body part and 
diseases. One of the major challenges in the medical 
classification is the large size images leading to a large 
number of extracted features which is a burden for the 
classification algorithm and the resources. In this paper, it is 
proposed to investigate the efficacy of information gain of the 
extracted energy with respect to the class. Results obtained 
from the proposed method indicate the classification 
accuracy is not affected by our proposed data reduction 
method. 
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I. INTRODUCTION 

Medical images are generated using computerized 
tomography (CT), magnetic resonance image (MRI), 
positron emission tomography (PET), single photon 
emission computed tomography (SPECT), ultrasound from 
radiological departments. Manually classifying and 
archiving of medical images is a time consuming and 
complex process. Medical image retrieval systems are 
using image processing and information retrieval 
techniques for automated classification and retrieval [1, 2]. 
The medical images retrieval techniques from a large 
source of image database include the histrogram, color, 
texture analysis with reference images [3]. 

In medical image retrieval system histogram is not 
dependent upon the feature such as image size & 
orientation. It represents the intensity of 3 colors i.e. Red, 
Green, and Blue [4]. Texture is used to measure similarity 
between images based on the human perception of the 
image.Gobar filter are normally used to extract texture 
features in medical image retrieval [5,6]. 

Most picture archiving and retrieval systems use textual 
information to retrieve these images which are ineffective 
with most of the time the required images not being 
retrieved. An emerging area of research is content based 
image retrieval where the query parameter for retrieving an 
image is a image [7,8]. Based on the query image similar 
images are retrieved from the database. In medical 
imaging, automatic classification and retrieval is useful to 
insert the new radiographs into existing archive without 
interaction, searching for a specific diagnoses based on an 
image input[9,10]. Image retrieval system reduces the cost 
in medical care significantly as the clinical decision 
process by a physician can be faster as anatomical features 
or pathologic appearance can be compared in the image 
database[11,12]. 

Sadek, et al., 2008 [13] proposed a new architecture for 
CBIR using Splines Neural Network based image retrieval 
(SNNIR). The efficiency of traditional neural networks is 

limited due to the assumption of linear relationship among 
features and the difficulty of representing high level 
concepts in low level features. The proposed neural 
network is based on an adaptive model called splines 
neural network. The splines neural network facilitates the 
system to determine nonlinear relationship between 
different features in images which betters the comparison 
accuracy. Results of the proposed system show that it is 
more effective and efficient to retrieve visual-similar 
images for a set of images with same conception can be 
retrieved. 

Dimitris K. Iakovidis, et al., 2009[14] proposed a novel 
scheme for content based image retrieval (CBIR) for 
medical images. The proposed method was formalized 
according to the patterns for next generation database 
systems (PANDA) framework for pattern representation 
and management. The low level features extracted from the 
medical images were clustered in the feature space to form 
higher level, semantically meaningful patterns. 
Expectation-maximization algorithm was used to 
automatically determine the number of clusters. The 
similarity between the clusters was estimated as a function 
of the similarity of both their structures and the measure of 
components. Experiments showed that the proposed 
scheme can be efficiently applied for medical image 
retrieval from large database. 

 
II. METHODOLOGY 

The Hilbert transform of a function ( )f x is given by 
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Since the integral is evaluated using the Cauchy 
principal value the above equation can be written as the 
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Using the convolution theorem of Fourier transform we 
can evaluate the above equation as the product of  
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Recent trend in medical image retrieval proposes to use 
learning algorithms. Popular classification algorithms 
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include SVM, ANN, Naive Bayes and Decision tree 
algorithms. In this paper we propose to evaluate Random 
tree, Random forest and CART. Random forest is an 
aggregation of random trees. The input vector for an object 
to be classified is predicted using each of the trees in the 
forest. The forest chooses the best answer based on the 
number of votes obtained in each forest. The mode of the 
random tree results gives the class label. 
The logic for random forest is given below 
o Specify the number of training set J 
o Specify the number of attributes K 
o Use bootstrapping to select the training set 
o Randomly choose k (k<K) on which the decisions are 

to be made 
o Compute the best split for making a decision 
o Grow each tree without pruning 
 
Classification and Regression Tree (CART) functions 
depending on the type of target variable. The variable can 
either be continuous or categorical. For a categorical class 
label, use the values of the predictor variables to span 
through the tree till a leaf node is encountered. The class 
label assigned will be the value of the leaf node. Gini index 
is used to decide the attribute split criteria. 

 
III. EXPERIMENTAL SETUP 

In this work 180 medical images were used for 
investigating the  hypothesis. Energies where extracted 
using fast Hilbert transform and  coefficients  were 
selected using zig zag method. The information gain was 
computed for all the attributes with respect to the class and 
ranked. All attributes with the ranking value of greater 
than 0.099 was selected. Figure 1 shows some of the 
images used in this work. The down sized data set was 
used to find the classification accuracy of  random forest , 
random tree & CART. The results obtained are shown in 
fig 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Medical images used 

 

From figure 1 it is observed that images with very high 
noise content are also being used in this work to check the 
efficacy of the proposed method. 

 

 
Figure 2. The classification accuracy of the proposed 

method. 
 

IV. CONCLUSION 
In this paper a novel method for image retrieval was 
proposed. Energies were extracted from images using fast 
Hilbert transform and global energy coefficient using 
ZigZag method was computed.  It was proposed to use  
information gain for attribute selection and reduction . The 
proposed method’s classification accuracy was compared 
against the classification accuracy of data not 
preprocessed with information gain. It is observed the 
classification accuracy improves for random forest 
&CART by 1% . From the above it can be inferred that the 
information can be used for reducing the extracted 
features in medical image classification. 
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